Report for FDP on "MATLAB for Image Analysis and Pattern

Recognition: From Fundamentals to Advanced Applications

September 02 - 06, 2024

Jaypee University of Information Technology (JUIT) in Solan, Himachal Pradesh, recently
organized a Faculty Development Program (FDP) on "MATLAB for Image Analysis and
Pattern Recognition: From Fundamentals to Advanced Applications" in collaboration with
the Electronics & ICT Academy at Centre for Development of Advanced Computing
(C-DAC). The five-day online program, which took place from September 02 - 06, 2024,
aimed to equip academicians and lab staff from polytechnic and engineering
institutes/universities with the latest skills in image analysis and pattern recognition using
MATLAB. The program was inaugurated by Prof. Balwinder Singh, Joint Director & Head,
E&ICT, CDAC Mohali, Prof. Shruti Jain, Associate Dean of Innovation at JUIT, and Prof.
Rajiv Kumar, Head of Electronics and Communication Department at JUIT on 2nd Sep 2024.
The FDP featured lectures by renowned experts from top institutions like IITs and IIITs. The
speakers of the FDP were Prof. Tapan Kumar Gandhi from IIT Delhi, Dr. Taranjit Kaur from
IIT Jodhpur, Dr. Satyasai Jagannath Nanda from MNIT Jaipur, Dr Meenakshi Sood Sood
from NITTTR Chandigarh, Dr. Anjali Gautam from IIIT Allahabad, Dr. Akshay Pandey from
IIIT Jabalpur, Prof. R.S. Anand from IIT Roorkee, Dr. Chandresh Kumar Maurya from IIT
Indore, Dr. Jitendra Virmani from CSIR-CSIO, Dr. Anita Singh from IRDE, DRDO, Prof.
Shruti Jain from JUIT, Dr. Nishant Jain from JUIT, and Dr. Vikas Baghel from JUIT. Over
200 participants attended the program, which was coordinated by Dr. Vikas Baghel and Dr.
Nishant Jain from JUIT's ECE Department with the lab support of Mr. Pramod Kumar and
Mr. Dhirendra. The FDP was funded and supported by the Electronics & ICT Academy,
Centre for Development of Advanced Computing (C-DAC).

Day1 Session 1

First session of the Faculty Development Program (FDP) on “MATLAB for Image Analysis
and Pattern Recognition: From Fundamentals to Advanced Applications" under Electronics
& ICT Academy C-DAC Mohali was on “Real-world applications in Computer Vision, and
Machine Learning”. Keynote speaker of the Session was Dr. Nishant Jain from Department
of Electronics and Communication Engineering, Jaypee University of Information

Technology, Solan, Himachal Pradesh.

Summary of the Presentation is as follows:



The process of acquiring digital images involves the conversion of analog signals from
cameras into digital values using analog-to-digital converters (ADCs). This conversion
enables the creation of a digital image, which is essentially a matrix of numbers that
represents the intensity of light at each pixel location. The number of bits used to represent
each pixel value plays a crucial role in determining the number of possible colors that can be
represented, with 8-bit pixels capable of rendering 256 different colors. The color of each
pixel is determined by the combination of red, green, and blue (RGB) values, with the precise
ratio of these values determining the final color. In addition to the number of bits used to
represent each pixel value, the sampling rate and quantization level also impact the quality of

the acquired image.

Sampling involves dividing the original image into a grid of pixels, which can lead to loss of
detail and distortion. The sampling rate, which is typically measured in pixels per inch (PPI),
determines the density of the grid and can have a significant impact on the quality of the
acquired image. A higher sampling rate can result in a higher-quality image with more detail,
but may also increase processing time and require more memory. Quantization, on the other
hand, reduces the number of possible colors in an image by representing each pixel value
with a limited number of bits. Higher-bit quantization can provide more accurate color
representation, but may also increase processing time and require more memory. The choice
of sampling rate and quantization level depends on the application and requirements of the
image processing task, with different levels of detail and color accuracy required for different
applications. For example, medical imaging applications may require higher-quality images
with greater detail, while web applications may prioritize faster processing times and lower

storage requirements.
The four image processing applications mentioned in the presentation are:

1. Improvement of Pictorial Information for Human Perception: This application involves
enhancing the quality of an image to improve human perception. Examples include
enhancing contrast, brightness, and color balance to make an image more clear and visually

appealing. Sub-applications include:

* Medical imaging: Enhancing medical images to help doctors diagnose patients more

accurately.

* Biometric imaging: Enhancing biometric images, such as fingerprints or facial recognition,

to improve accuracy and security.



2. Autonomous Machine Application: This application involves using image processing to
enable autonomous machines to analyze and understand images without human intervention.

Examples include:

* Face detection and recognition: Using image processing to detect and recognize faces in

images or videos.

* Object detection: Using image processing to detect objects in images or videos, such as

traffic monitoring or surveillance.

3. Automatic Image Caption Generation: This application involves using image processing
and natural language processing to automatically generate captions for images. Examples
include generating captions for images posted on social media or describing images in a

database.

4. Cover Classification for Satellite Images: This application involves using image processing
and machine learning to classify satellite images into different categories, such as water, land,
roads, etc. Examples include monitoring environmental changes, tracking natural disasters, or

monitoring urban development.
These applications can be categorised into three main categories:

1. Improvement of Pictorial Information for Human Perception: This category includes

applications that enhance the quality of an image for human consumption.

2. Autonomous Machine Application: This category includes applications that enable

autonomous machines to analyze and understand images without human intervention.

3. Efficient Storage and Transmission: This category includes applications that use image
processing to compress and transmit images efficiently, such as automatic image caption

generation and cover classification for satellite images.

At the end the Speaker has taken up all the queries from the participants. More than 200
Participants attended the session and have submitted their feedback through the google form.
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Day1 Session 2

First session of the Faculty Development Program (FDP) on “MATLAB for Image Analysis
and Pattern Recognition: From Fundamentals to Advanced Applications" under Electronics
& ICT Academy C-DAC Mohali was on “Powerful tools used for research and analysis of
Images” and on “Epilepsy Diagnosis via Neuroimaging Markers and AI”. Keynote speaker of
the Session was Prof. Tapan K. Gandhi from IIT Delhi and Dr. Taranjit Kaur from IIT
Jodhpur in the school of Al and Data Sciences as a scientific officer. Dr. Vikas, Assistant
Professor, Department of Electronics and Communication Engineering welcomed the

speakers with a brief introduction of his achievements.



Summary of the Presentation is as follows:

The speaker, Taranjit Kaur, begins by introducing the topic of brain behavior and its
significance in understanding neurological disorders. She explains that the brain is a complex
and dynamic organ that is capable of generating a wide range of electrical activity, which is
essential for maintaining normal brain function. The speaker notes that understanding the
brain's behavior is crucial for diagnosing and treating neurological disorders such as epilepsy,

Alzheimer's disease, and Parkinson's disease.

She mentions that one of the most common devices used to record brain activity is the
electric enzymograph device, which records electrical activity from the brain using
electrodes. She explains that this device is commonly used in clinical settings to diagnose and
monitor neurological disorders. The speaker also highlights that there are various types of
devices available, including portable systems like the Emotive Epoch X, eye trackers, and

devices like Capttrack for research localization.

The speaker turns her attention to epilepsy, a neurological disorder characterized by recurrent
and unpredictable interruptions of normal brain function. She notes that epilepsy is a common
condition that affects millions of people worldwide. Kaur explains that EEG
(electroencephalogram) is a common diagnostic tool used to record brain activity in patients
with epilepsy. She notes that EEG data is recorded using electrodes placed on the scalp or

intracranially, which captures the electrical activity of the brain.

The speaker highlights that normal EEG data is different from data recorded in clinical
settings, where there may be artifacts, muscle activity, and other interferences. She explains
that these interferences can make it challenging to diagnose epilepsy accurately. Kaur
mentions that machine learning models can be used to automate the process of diagnosing

epilepsy by identifying patterns in EEG data.

The speaker delves deeper into the role of machine learning in diagnosing epilepsy. She
explains that machine learning models can be trained to recognize patterns in EEG data that
are characteristic of epilepsy. Kaur notes that preprocessing steps are necessary before
applying machine learning algorithms, including data preparation, choosing a model, training

the model, evaluating the model, parameter tuning, and prediction.

The speaker provides examples of how machine learning models can be used to segment
EEG data into different categories, such as normal activity, artifacts, epileptic discharges, and
seizure activity. She explains that this segmentation can help clinicians identify areas of

interest in the data more quickly and accurately.



The speaker concludes by discussing the importance of data analysis and visualization in
extracting insights from EEG data. She notes that visualizing data can help identify patterns
and anomalies in the data that may not be apparent through manual analysis alone. Kaur
provides examples of how to visualize EEG data using different techniques, such as plotting

frequency spectra and wavelet analysis.

The speaker highlights that automated segmentation of EEG data can be useful for clinicians
to quickly identify areas of interest in the data. She notes that machine learning models can
be used to automate this process, allowing clinicians to focus on interpreting the results rather
than manually analyzing the data. Finally, Kaur emphasizes the importance of continued
research in this area to improve our understanding of brain behavior and develop more

effective diagnostic tools for neurological disorders.

At the end the Speaker has taken up all the queries from the participants. More than 250
Participants attended the session and have submitted their feedback through the google form.

Day 2 Session 1

First session of Day 2 of the Faculty Development Program (FDP) on “MATLAB for Image
Analysis and Pattern Recognition: From Fundamentals to Advanced Applications" under
Electronics & ICT Academy C-DAC Mohali was on “Image Segmentation using Traditional
and Nature-inspired Clustering Techniques” with hands-on on MATLAB. Keynote speaker of
the Session was Dr. Satyasai Jagannath Nanda from MNIT Jaipur. Dr. Vikas, Assistant
Professor, Department of Electronics and Communication Engineering welcomed the

speakers with a brief introduction of his achievements.
Summary of the Speaker’s Presentation is as follows:

The speaker, Satyasai Nanda, introduces the concept of image segmentation, which is a
crucial step in image processing and analysis. Image segmentation is the process of
partitioning a digital image into distinct regions or groups of pixels, known as segments or
clusters, based on certain characteristics such as color, texture, or intensity. He explains that
image segmentation is a fundamental problem in computer vision and has numerous
applications in various fields, including medical imaging, remote sensing, and surveillance.
The speaker then introduces the concept of K-Means clustering, a popular algorithm used for
image segmentation. K-Means clustering is a type of unsupervised machine learning
algorithm that groups similar data points into clusters based on their characteristics. The
algorithm works by initializing cluster centers, calculating the distance between each data

point and the cluster centers, and assigning each data point to the closest cluster center. The



algorithm then updates the cluster centers based on the assigned data points and repeats the
process until no further changes occur. The speaker provides a detailed explanation of the
K-Means clustering algorithm, including its advantages and disadvantages. He explains that
the algorithm is simple to implement and can be used for both categorical and numerical data.
The speaker also discusses the limitations of the algorithm, including its sensitivity to
initialization and the need for a fixed number of clusters. The speaker also explains how to
implement the K-Means clustering algorithm in MATLAB. He provides an example code
snippet that demonstrates how to segment a color image using K-Means clustering. The
speaker provides an example of using K-Means clustering for color image segmentation. He
demonstrates how to segment a color image into different clusters based on pixel values. The
speaker uses a color image of a flower and applies K-Means clustering with three clusters to
segment the image into different regions. The speaker also explains how to determine the
optimal number of clusters using the elbow method. The elbow method involves plotting the
within-cluster sum of squares (WCSS) against the number of clusters and selecting the point
where the curve begins to flatten out. The speaker discusses various applications of K-Means

clustering in image segmentation, including:

1. Object recognition: K-Means clustering can be used to segment objects from images based

on their color, texture, or shape.

2. Image compression: K-Means clustering can be used to compress images by reducing the

number of colors or textures.

3. Fire detection: K-Means clustering can be used to detect fires in images by segmenting

regions with high temperatures or brightness.

4. Glacier detection: K-Means clustering can be used to detect glaciers in images by

segmenting regions with high reflectivity or brightness.

5. Landform detection: K-Means clustering can be used to detect landforms in images by

segmenting regions with different textures or elevations.

With his PhD student, Dr. Nanda then demonstrated the MATLAB code of the K-Means
algorithm for image segmentation, specifically for color images. The algorithm is initialized

with three centroids and iterates through the following steps:
1. Calculate the distance between each pixel and the centroids.
2. Assign each pixel to the closest centroid.

3. Update the centroids by calculating the mean of each cluster.



The code presents the segmented image using different color maps for each cluster. The
original image is plotted alongside the segmented image. The code shows that by increasing
the number of clusters, more colors can be identified in the image. For example, increasing
the number of clusters from three to five allows for more distinct colors in the background.
The code demonstrates how to implement the algorithm in MATLAB and shows that it can be
used for color images as well as grayscale images. The algorithm can be fine-tuned by

adjusting the number of clusters, which affects the level of detail in the segmentation.

At the end the Speaker has taken up all the queries from the participants. More than 250
Participants attended the session and have submitted their feedback through the google form.
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Day 2 Session 2

Second session of the Faculty Development Program (FDP) on “MATLAB for Image
Analysis and Pattern Recognition: From Fundamentals to Advanced Applications" under
Electronics & ICT Academy C-DAC Mohali was on “Faculty preparedness for
implementation of NEP2020”. Keynote speaker of the Session was Dr. Meenakshi Sood, who
is currently working as Associate Professor in CDC, National Institute of Technical Teachers
Training & Research (Ministry of Education, Govt. of India), Chandigarh, India. Dr. Nishant
Jain, Assistant Professor, Department of Electronics and Communication Engineering

welcomed the speakers with a brief introduction of her achievements.



Summary of the Speaker’s Presentation is as follows:

The National Education Policy (NEP) 2020 aims to revolutionise the Indian education system
by providing a comprehensive framework for education from preschool to higher education.
The policy emphasises the importance of teachers in implementing the policy effectively, as
they play a crucial role in shaping the minds of students. The policy aims to empower

teachers by upskilling and reskilling them to meet the changing needs of the education sector.

Dr. Meenakshi Sood, the speaker, highlights the rich heritage of Indian education system,
which was once considered world-class. However, the system faced significant challenges
due to various invaders, including the Britishers, who took away our education system by 100
years. After independence, India had a small setup of education system, with only 5,000
secondary schools, 12,000 middle schools, and 72,000 primary schools. The speaker notes
that there have been significant changes in the education policy over the years, with the last
major policy change being in 1986. The new policy has been implemented after a gap of 34

years, reflecting the changing needs of the education sector.

Dr. Sood emphasises the importance of considering India's demographic dividend, which is
expected to be the largest in the world by 2027. The country's population will be flooded with
a young labour force, making it essential to focus on education and skills development. The
speaker notes that India's education system needs to be globally competitive, with a focus on

holistic development, critical thinking, problem-solving, and emotional intelligence.
The speaker highlights several challenges faced by the Indian education system, including:

1. Rigid separations of disciplines: The current system forces students to choose a particular

stream or subject after class 10th, limiting their opportunities for interdisciplinary learning.

2. Fragmented higher education system: The existing system is fragmented, with multiple
types of institutions (universities, degree colleges, private universities) offering different

types of programs.

3. Less emphasis on learning outcomes: The current system focuses more on marks and

grades rather than learning outcomes.

4. Lack of innovation and creativity: Students are not encouraged to think creatively or

develop innovative solutions.

5. Disconnection between education and industry: The current system does not provide

students with industry-relevant skills or knowledge.



The speaker mentioned that implementing the NEP 2020 will require significant changes in
the education system, including teacher training, curriculum development, and infrastructure
upgrades. The speaker emphasizes the importance of empowering teachers and providing

them with necessary resources to implement the policy effectively.

At the end the Speaker has taken up all the queries from the participants. More than 200
Participants attended the session and have submitted their feedback through the google form.
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Day 3 Session 1

First session of Day 3 of the Faculty Development Program (FDP) on “MATLAB for Image
Analysis and Pattern Recognition: From Fundamentals to Advanced Applications" under
Electronics & ICT Academy C-DAC Mohali was on ‘“Advancements in Image
Segmentation”. Keynote speaker of the Session was Dr.Anjali Gautam from IIIT Allahabad.
Dr. Nishant Jain, Assistant Professor, Department of Electronics and Communication

Engineering welcomed the speakers with a brief introduction of his achievements.
Summary of the Speaker’s Presentation is as follows:

Dr. Anjali Gautam, begins by explaining the concept of image segmentation and its

importance in various domains such as computer vision, medical imaging, and aerial



imaging. She explains that image segmentation is the process of dividing an image into its
constituent parts or objects, and that it can be applied to images from various sources such as

videos, medical images, and satellite images.

She explains that one of the main approaches to image segmentation is thresholding, which
involves dividing an image into regions based on the intensity values of the pixels. She
explains that there are different types of thresholding methods, including global thresholding
and adaptive thresholding. Global thresholding involves dividing an image into regions based
on a single threshold value, while adaptive thresholding involves dividing an image into

regions based on multiple threshold values.

Dr. Gautam explains that another approach to image segmentation is clustering, which
involves grouping pixels into clusters based on their similarity. She explains that there are
different types of clustering algorithms, including K-means clustering and fuzzy clustering.
K-means clustering involves grouping pixels into clusters based on their intensity values,
while fuzzy clustering involves assigning a probability value to each pixel indicating the

degree to which it belongs to each cluster.

Dr. Anjali Gautam discusses convolutional neural networks (CNNs). She suggests using the
concept of reducing the size of the feature maps, similar to the approach used in LNet. This
involves stopping the convolution process before the classification layer and mapping the
reduced feature maps back to the original size. She explained that this approach is not without
its limitations. When reducing the size of feature maps, the results may not be as expected
due to the loss of spatial information. To address this, people have moved away from this
approach and instead use encoder-decoder architectures, which involve reducing the size of

feature maps (encoder) and then increasing them back to the original size (decoder).

The encoder-decoder architecture is explained in more detail. The encoder part reduces the
size of feature maps using convolutional and downsampling operations, while the decoder
part increases the size of feature maps using convolutional and upsampling operations. This
architecture allows for the use of stride transpose convolution and pooling layers to increase
the size of feature maps. Dr. Gautam discusses two approaches to increasing the size of
feature maps: unfolding nearest neighbor approach and bilinear interpolation. The unfolding
nearest neighbor approach involves mapping each pixel in the reduced feature map to its
corresponding location in the original feature map, while bilinear interpolation involves using

a weighted average of neighboring pixels to estimate the value of each pixel.

Dr. Gautam concludes by explaining that both approaches can be used to increase the size of

feature maps, but may not always produce accurate results. She notes that there are other



techniques, such as max pooling and stride transpose convolution, that can be used to

increase the size of feature maps.

At the end the Speaker showed demonstrations on MATLAB and had taken up all the queries

from the participants. More than 200 Participants attended the session and have submitted

their feedback through the google form.
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Day 3 Session 2

Second session of Day 3 of the Faculty Development Program (FDP) on “MATLAB for
Image Analysis and Pattern Recognition: From Fundamentals to Advanced Applications"
under Electronics & ICT Academy C-DAC Mohali was on “Multi crop identification and
classification using UAV dataset”. Keynote speaker of the Session was Dr. Akshay Anand
from IIIT jabalpur. Dr. Nishant Jain, Assistant Professor, Department of Electronics and
Communication Engineering welcomed the speakers with a brief introduction of his

achievements.
Summary of the Speaker’s Presentation is as follows:

The concept of Unmanned Aerial Vehicles (UAVs) has been gaining popularity in recent
years, and their applications are vast and diverse. UAVs, also known as drones, offer a unique
solution for data collection and processing. With the ability to fly at high altitudes and collect
data in real-time, UAVs have become an essential tool for various industries, including
agriculture, construction, and environmental monitoring. A UAV consists of several key
components, including the frame, motors, propellers, battery, flight controller, electronic
speed controller, radio transmitter, and radio receiver. Each component plays a crucial role in
the operation of the UAV. The frame is the body of the UAV that holds all the other
components together. The motors are responsible for powering the propellers, which generate
lift and thrust. The battery provides power to the entire system, while the flight controller is

the brain of the UAV that controls its movements.

There are several types of UAVs, including fixed-wing, rotary-wing, and hybrid. Fixed-wing
UAVs resemble traditional airplanes and are designed for long-range missions. Rotary-wing
UAVs, also known as helicopters, are designed for vertical takeoff and landing and are ideal
for applications such as search and rescue. Hybrid UAVs combine the benefits of both

fixed-wing and rotary-wing designs.

Fixed-wing UAVs have several advantages, including their ability to fly long distances on a
single battery cycle and their stability in high winds. However, they also have some
disadvantages, such as requiring a larger takeoff and landing zone and being more expensive
than rotary-wing UAVs. Rotary-wing UAVs have several advantages, including their ability
to hover in place and take off and land vertically. They are also more affordable than
fixed-wing UAVs. However, they have some disadvantages, such as having shorter flight
times and being less stable in high winds. In this page, we will compare the advantages and

disadvantages of fixed-wing and rotary-wing UAVs. We will also discuss the different types



of cameras that can be used with each type of UAV. Finally, we will discuss the process of

collecting data using a UAV.

He discusses the concept of crop identification and classification using Unmanned Aerial
Vehicles (UAVs) and Conjugated Dense Convolution Neural Network (CDCNN). The author,
Akshay Pandey, explains that traditional methods of crop identification require manual labor
and are prone to errors. The goal of the study is to develop a new CNN architecture that can
accurately identify multiple crops using a single RGB camera. The data collection process
involves capturing high-resolution images of different crops using a UAV camera. The
images are then preprocessed to extract candidate crop features. The candidate crop features
are extracted using software, and then the data is split into training and testing sets. The
proposed CNN architecture is called Conjugated Dense Convolution Neural Network
(CDCNN). The architecture consists of convolutional layers, max pooling layers, and dense
blocks. The dense blocks are designed to concatenate features from previous layers and
reduce the computational time. The output of the CNN is fed into a softmax function to
generate probabilities for each crop class. The dense block is designed to concatenate features
from previous layers and reduce the computational time. The conversion block is designed to
reduce the size of the data by applying convolutional layers and max pooling layers. The
output of the conversion block is fed into the dense block 2. The training process involves
feeding the preprocessed data into the CDCNN architecture. The accuracy of the model is
evaluated using metrics such as accuracy, sensitivity, specificity, F1 score, and FPR. The
model is trained for 1000 iterations, and the training process is stable with no fluctuations.
The results show that the CDCNN architecture outperforms traditional CNN architectures in
terms of accuracy and computational time. The model is able to identify multiple crops with
high accuracy, including rice, sugarcane, wheat, beans, and grass. The study concludes that
the CDCNN architecture is a viable solution for crop identification and classification using a

single RGB camera.

At the end the Speaker answered all the queries from the participants. More than 250
Participants attended the session and have submitted their feedback through the google form.
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Application of UAVs in Cultural Heritage

The use of UAVS In cultural heritage domain has showed increasing interest in last ywars. They have
been started to use in many applications including archaeological areas, historic sites and cultural
herltage bulldings.

They have become preferred piatforms for documentation, modelling, mapping and monitworing
purposes. Related to costs, flexibility, high resalution data and point density patentlals they hava
become a strong alternative for geodetic surveys, risky surveys and dangerous and inaccessible

places.
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Necessity of Crop Identification
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Day 4 Session 1

First session of Day 4 of the Faculty Development Program (FDP) on “MATLAB for Image
Analysis and Pattern Recognition: From Fundamentals to Advanced Applications" under
Electronics & ICT Academy C-DAC Mohali was on “Aspects of Different Medical Imaging
Modalities”. Keynote speaker of the Session was Dr. R.S. Anand from IIT Roorkee. Dr.
Nishant Jain, Assistant Professor, Department of Electronics and Communication

Engineering welcomed the speakers with a brief introduction of his achievements.
Summary of the Speaker’s Presentation is as follows:

Dr. RadheyShyam Anand introduces the concept of medical imaging, mentioning that it is a
crucial aspect of modern medicine. He explains that medical imaging involves using various
techniques to create images of the body, which helps diagnose and treat diseases. He
mentions that X-ray imaging is one of the oldest and most widely used modalities. Dr. Anand
explains that X-ray imaging was first discovered by William Roentgen in 1895. He describes
the process of X-ray imaging, where a beam of X-rays is passed through the body, and the
absorbed energy is detected by a sensor. Anand highlights that the X-ray image is created by
converting the absorbed energy into visible light. He discusses the importance of electronic
control systems in medical imaging. He explains that these systems are used to control the
energy output, beam direction, and detection of X-rays. He mentions that computers play a
crucial role in controlling the imaging process. Dr. Anand explains the process of image
processing and display in medical imaging. He discusses how the detected energy signals are
converted into electrical signals, which are then processed and displayed as images. Dr.
Anand introduces computed tomography (CT) scanning, which uses a rotating beam to create
cross-sectional images of the body. He explains that CT scanning is a non-invasive technique
that does not require surgery or radiation exposure. He discusses the risks associated with
invasive medical imaging techniques, such as X-ray imaging. He explains that ionizing
radiation can cause cancer and other health problems, particularly at high levels. He advises
patients to limit their exposure to radiation and emphasizes the importance of using
minimally invasive techniques whenever possible. Throughout the summary, speaker
emphasizes the importance of understanding medical imaging techniques and their limitations

to ensure accurate diagnosis and treatment.

Session was concluded with answers to all the queries from the participants. More than 200

Participants attended the session and have submitted their feedback through the google form.
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MEDICAL IMAGING SYSTEMS
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Single Photon Emission Computed Tomography (SPECT)

" Annu Sharma Faculty of ...
Is an Imaging technique that relies on drugs that are labelled with atoms that emit at least ene gamma ray
when they decay,

Since gamma rays are normally emitted equally in every direction, it is necessary to use a collimator in front 8 %
of the detectar that allaws snly the gamma rays emittad in the direction of the datactar to be registered. p

In this way, th collimator defines the direction of the radiation when it is detected ﬁ
By moving the detector completely around the patient, a 3608 image (s abrained ] .,;,
Mathematical metheds are used to trace the emitted gamma rays back in the direction that they were satyendra vyas Dr. Lalit Kumar
wmitted in order 1o produce the image

Figure 12-a show the hasis of SPECT, and an example of the captured image is shown in figure 12:b
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Day 4 Session 2

First session of Day 4 of the Faculty Development Program (FDP) on “MATLAB for Image
Analysis and Pattern Recognition: From Fundamentals to Advanced Applications" under
Electronics & ICT Academy C-DAC Mohali was on “Aspects of Different Medical Imaging
Modalities”. Keynote speaker of the Session was Dr. R.S. Anand from IIT Roorkee. Dr.
Nishant Jain, Assistant Professor, Department of Electronics and Communication

Engineering welcomed the speakers with a brief introduction of his achievements.
Summary of the Speaker’s Presentation is as follows:

Deep learning is a field of artificial intelligence that aims to learn features from data. It is a
part of machine learning, where computers are trained to act like humans. The goal is to train

machines to extract features from data and make predictions. The traditional approach to



feature engineering involves manually extracting features from data and then feeding them
into a model. However, this approach is time-consuming and may not be effective. Deep
learning solves this problem by automating the feature extraction process. Neural networks
can learn features from data without manual intervention. The goal is to learn a representation
of the data that can be used for classification or prediction. A neural network is a type of
model that consists of multiple layers. Each layer learns to extract features from the data and
passes it on to the next layer. The output of the final layer is the predicted class or label. The
issue with traditional neural networks is that they can be inefficient and require many
trainable parameters. Deep learning solves this problem by designing more efficient models
that reduce the number of trainable parameters. Convolutional Neural Networks (CNNs) are a
type of deep learning model that is particularly effective for image classification. They use
convolutional layers to extract features from images and pooling layers to reduce the spatial
dimensions of the data. The filters in a CNN are responsible for detecting features such as
edges, lines, and colors. The output of these filters is an activation map that represents the
presence of these features in the image. The activation maps can be visualized to understand
what features the model is detecting. This can be done using techniques such as filter
visualization, where the weights of the filters are plotted. The VGG16 model is a popular
CNN architecture that consists of 16 layers. It has been shown to be effective for image
classification tasks and has been used in many applications. The Lxnet and Alexnate models
are other examples of deep learning architectures that have been used for image classification

tasks. They have been shown to be effective and have been used in many applications.

Session was concluded with answers to all the queries from the participants. More than 200

participants attended the session and have submitted their feedback through the google form.
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Visualization of CNN Features: PCA
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Day 5 Session 1

First session of Day 5 of the Faculty Development Program (FDP) on “MATLAB for Image
Analysis and Pattern Recognition: From Fundamentals to Advanced Applications" under
Electronics & ICT Academy C-DAC Mohali was on “Data Augmentation for implementing
Deep Learning Networks” and on “Implementation of Machine Learning Models on
MATLAB”. Keynote speaker of the Session was Dr. Jitendra Virmani from CSIR-CSIO and
Dr. Vikas Baghel from JUIT, Solan. Dr. Nishant Jain, Assistant Professor, Department of
Electronics and Communication Engineering welcomed the speakers with a brief introduction

of his achievements.
Summary of the Speaker’s Presentation is as follows:

The speaker discusses the importance of data augmentation in deep learning networks,
specifically in the context of medical images. He explains that the goal of data augmentation
is to increase the size of the training dataset and improve the performance of the machine
learning model. He discusses the concept of texture features in medical images and how they
are used to diagnose diseases. He explains that texture features can be homogeneous,
heterogeneous, hyperacute, or hypoeaque. The importance of shape features in medical
images, particularly in the diagnosis of liver diseases was discussed. He explains that shape
features can be used to differentiate between benign and malignant tumors. The speaker
discusses the concept of color features in medical images and how they can be used to
diagnose diseases. He explains that color features can be used to differentiate between
different types of cancer. He discusses the importance of feature engineering in machine
learning, particularly in the context of medical images. He explains that feature engineering
involves selecting and extracting relevant features from the dataset. The concept of ROI
(Region of Interest) selection in medical images and how it is used to select relevant regions
of the image for analysis was also explained. He discusses the importance of radiologist
consultation in selecting ROIs and extracting relevant features from medical images. The
concept of feature selection and feature space dimensionality reduction algorithms, which are
used to reduce the number of features extracted from the dataset was explained. The speaker
concludes by discussing the importance of data augmentation and feature engineering in
improving the performance of machine learning models on medical image datasets. He also
emphasizes the importance of consulting with radiologists and extracting relevant features

from medical images.

Session was concluded with answers to all the queries from the participants. More than 200

Participants attended the session and have submitted their feedback through the google form.
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Day 5 Session 2

Second session of Day 5 of the Faculty Development Program (FDP) on “MATLAB for
Image Analysis and Pattern Recognition: From Fundamentals to Advanced Applications"
under Electronics & ICT Academy C-DAC Mohali was on “Convolutional Neural Networks
(CNNs) for Computer Vision”. Keynote speaker of the Session was Dr. Anita Singh, Scientist
‘F’ , IRDE, DRDO, Ministry of Defence. Dr. Nishant Jain, Assistant Professor, Department
of Electronics and Communication Engineering welcomed the speakers with a brief

introduction of his achievements.
Summary of the Speaker’s Presentation is as follows:

The introduction to Artificial Intelligence (AI) and its subfield, Computer Vision (CV), is
discussed. Al is defined as a system that mimics the human brain's cognitive characteristics,
such as learning, perception, and decision-making. The three main paths of Al are discussed:
sensor, agent, and disease. The importance of CV is highlighted, with its applications in
robotics, surveillance, navigation, and pattern recognition. The concept of visual features is
introduced, including detection, recognition, and identification. The supervised and
unsupervised learning techniques are discussed, with examples of linear classification,
logistic regression, and clustering algorithms. The importance of feature engineering and
label data is emphasized. The concept of a neural network is introduced, with a comparison to
the human brain's neural processing. The perceptron algorithm is discussed, including its
weights and biases, and how it can be used for classification and regression tasks. The
activation function is mentioned, but not further explained. The concept of multi-layer
perceptron is introduced, with the idea that neurons can be connected to multiple layers to
form complex decision-making processes. Overall, the introduction provides a foundation for
understanding the basics of Al, CV, and neural networks, setting the stage for further

exploration of these topics.

Session was concluded with answers to all the queries from the participants. More than 200

Participants attended the session and have submitted their feedback through the google form.
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Fully Connected (Dense) Layer
The layer where the input from cther layers will be depressed into
the vector to transform output inta any desired number of classes
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The map matrix is converted into the vector such as x1, x2, x3...
xn with the help of a fully connected layer. The combined features
to create any model and apply activation function (as softmax

or sigmoid) to classify the outputs as a car, dog, truck, etc
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Learning Rate of Perceptron ‘ .b

The perceptron has a simple learning rule if the

separating hyper plane is linearly separable. X PragyaGupta Dr.A_Kaleel Rahu_
Learning rate is non linear

The training sample (x;, y;) that is misclassified by the

perceptron (i.e., o; # y;), apply the rule to the weight {
vector:
W — W+ ol — 0 )X;

-! anita shakarwal Prateek CSE Ishdeep Singla

where @ is a learning rate (0 < o € 1) that cantrols the

size of the weight adjustment in each update.
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FDP ended with the Valedictory and Quiz. On the basis of Quiz marks and attendance in the

FDP, e-Certificates were provided to 169 Participants.



